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Abstract 

While two-dye microarray platforms are widely used to study of gene expression, the nature of the biological sample required or the cost of the technology may limit the number of microarrays available for analysis. The small data sets impose a heavy burden on the ability of statistical approaches to provide accurate and precise estimates for thousands of cDNAs or oligo elements. We propose to draw information from all elements in the microarray to enhance the power to detect differentially expressed genes. We evaluated the ability of a Bayesian Markov Chain Monte Carlo approach applied to a linear two-stage hierarchical model to overcome the limitations of small data sets. The data included gene expression measurements from 9000 elements in twenty-microarrays. Gene expression data was normalized and analyzed using a linear mixed effect model The impact of prior distributions incorporating different levels of information based on all the reporters in the microarray was studied. The identification of differentially expressed genes was based on Bayesian Factors. The results were compared to a combination of maximum fold change and F test statistic from a restricted Maximum likelihood approach. The Bayesian approach using prior information based on many genes resulted in more robust estimates across most reporters studied than the Maximum likelihood approach. A few genes deemed differentially expressed in the Maximum Likelihood framework were not confirmed using a Bayesian MCMC approach.  The Bayesian approach seemingly integrated the information across microarray elements while protecting the estimates form the impact of small data sets.

1. Introduction 
Microarray studies provide a glance to the expression of thousands of genes across multiple samples. In particular, spotted cDNA microarrays provide intensity measurements of gene expression from two or more samples simultaneously and allows an effective use of the sometimes costly microarray slides. Nevertheless, the resources required to obtain a comprehensive microarray data set from an experiment may be costly and thus the results from most microarray studies are based on a limited number of arrays. Furthermore, typical analysis of gene expression is done on a by-gene basis and the microarray may have multiple sources of technical noise. This situation can result in elevated type I and type II error rates. Bayesian analysis can help overcome the previous limitations by incorporating information from multiple genes through the specification of prior distributions with different levels of information, relative to the likelihood of the data. The objective of this study was to evaluate the impact of alternative specifications of the prior distributions in a Markov chain Monte Carlo Bayesian to identify genes differentially and non- differentially expressed and to compare the results with those from a Restricted Maximum Likelihood analysis.

2. Material and Methods

2.1 Data Set and Preprocessing

The levels of cDNA expression during behavioral maturation ages in the brains of Apis mellifera mellifera honey bees raised in Apis mellifera mellifera colonies were measured on three nurse bees sampled on days 0, 4, 8, 12 and 17 after adult emergence and three forager bees were sampled on day 17 after emergence. The expression of genes from individual brains was assessed using the double-spotted Apis mellifera brain 9K version 3.0 cDNA microarray using the protocols described by Whitfield et al. (2003), Grozinger et al. (2003) and Cash et al. (2005).  The majority of the cDNAs in the microarray (5001 out of 8887 reporter cDNAs) have been mapped to 3610 individual genes in the honey bee genome assembly version 2 (http://racerx00.tamu.edu/bee_resources.html). The gene expression from each individual bee was available from 20 cDNA microarrays in a loop design. This loop design maximized the direct comparisons between consecutive time points because samples at consecutive ages and at the first (day 0 nurse) and last (day 17 forager) ages were hybridized to the same array. The data used in this study is part of a larger experiment described by Whtifiled et al. (to be submitted).  

The same filtering and analysis procedures were conducted using R(R 2005). Feature intensities were filtered when a) the spots pertain to controls or other sequences (e.g. virus, suspected to be contaminated or present in high levels in hypopharyngeal glands) also excluded in Cash et al. (2005), b) the spots were deemed of bad quality (and assigned a -100 flag) by the image analysis software (GenePix Pro 5.0; www.moleculardevices.com). After filtering the intensities from the duplicated spots on the same microarray were combined into one value, the average of the two spots when available or the value of a single spot remaining after filtering.  The log2 intensity values were normalized using a glowess transformation and centered.

2.2 Bayesian approach

A linear model was used to describe the log2 normalized cDNA expression measurements in a Bayesian framework.  The ygijk measurement corresponding to the gth cDNA, ith array, jth dye and kth age was was assumed to follow a Normal distribution:
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where μg is cDNA specific overall mean, Agi is the effect of the ith array, Dgj is the effect of the jth dye, and Tgk is effect of the kth age, and σ2err  denotes the error variance. Vague noninformative priors with low precision and centered around zero were used to describe the dye and age effects:
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For identifiability purposes, a sum-to-zero constraint was imposed on the dye and age effects. 

The array effects were described with a Normal distribution centered at zero and with variance σ2A. The unknown nature of the array variance added a hierarchy to the previous model:
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Two set of prior distributions for the error and array variances were evaluated.  One set of priors consisted of vague Uniform distributions encompassing a wide range of variances within the parameter space.
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The other set of priors have lognormal (LN) distributions: 
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and the location (μ1, μ2) and dispersion (σ1, σ2) hyperparameters were based on the REML estimates from all the cDNAs studied.  The objective of using the lognormal prior was to borrow information from other cDNAs and obtain more robust estimates of the variance components, less sensitive to the structure and information content of the data. The impact of these set of priors on the identification of cDNAs with significant, borderline significant and non-significant differential expression across time was studied.

The Monte Carlo Markov chain Gibbs sampler was used to draw samples from the conditional distributions of the unknown parameters and obtain posterior density estimates of the parameters of interest. The Gibbs sampling was implemented in WinBUGS(Spiegelhalter et al 2003) and the posterior densities were based on a chain of length 10000 after removal of the first 5000 samples and all Markov chains were inspected for convergence. 

Bayes Factors were used to assess the differential expression across time points. The likelihood harmonic mean approach (Kass & Raftery 1995) was used to approximate the Bayes Factor comparing the full model and the reduce model without age effect.  cDNAs with Bayes Factors greater than 1800 and 216 were approximated to classical significance P-values < 10-4 and 10-3, respectively.

An equivalent linear mixed effects model was evaluated in a Restricted Maximum Likelihood (REML) classical framework. Significance P-values < 10-4 and maximum fold change between any two time points >1 were used to identify the genes with differential expression across time. The REML approach was implemented using MAANOVA (Wu et al. 2002).

3. Results

3.1 General results

The expression patterns across time of 7506 cDNAs were described using a linear mixed effects model and analyzed in REML and Bayesian frameworks. In REML, a total of 437 cDNAs exhibit significant variation in expression across time using a threshold P-value < 10-4 and maximum fold change between pairwise time comparisons greater than 2. Figure 1 presents the plot of the log10 P-values versus the log2 maximum fold change between time points and the horizontal and vertical lines demark the thresholds used to assess statistical significance. The 437 cDNAs with significant variation across time are distributed in the upper left and right regions of the “volcano” plot and the labels associated with each cDNA denote the time points exhibiting the maximum change in expression levels. Labels 1 to 6 denote day 0, 4, 8, 12 and 17 nurse and day 17 forager times, respectively. Differences between gene expression at the start and end of the maturity period considered (days 0 and 17) account for the vast majority of the significant differential expression observed.

Figure 1. Plot of log10(P-values) versus log2(maximum fold change between time points).  The horizontal and vertical lines demark thresholds for statistical significance.
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In the Bayesian analysis using non-informative priors, 2254 out of 7506 cDNAs had BF > 1800. The Bayesian analysis using non-informative prior confirmed 409 cDNAs BF > 1800 (comparable to approximate P-value < 10-4) out of the 437 detected in the REML analysis. Likewise, the Bayesian analysis using informative priors for the residual and array variance confirmed 423 cDNAs BF > 1800.

For a random sample of 500 non-significant cDNAs with P-value > 10-1, 458 genes had BF < 3.8(comparable to approximate P-value > 10-1).  

Figure 2 depicts the scatter plot of loge(BF) versus log10(P-value) for the 437 cDNAs with significant changes across time and the random sample of 500 non-significant cDNAs.  There is a clear linear association between BF and P-values for the set of cDNAs with significant age effect that is not present in the non-significant set of cDNAs. Few cDNAs show non-significant BF values associated with significant REML P-values. In these cases, the impact of the prior on the posterior density estimates and the behavior of the Markov chain must be further evaluated.
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Figure 2. Plot of loge(BF) versus log10(P-value) for a) significant and b) non-significant cDNAs.

The comparison of the maximum log2(fold change) of the 437 cDNAs with significant variation acrosstime estimated using non-informative Bayesian and REML approaches is presented in Figure 3. The Pearson correlation coefficient between the estimates is 0.995 indicating that the results from both approaches are highly consistent. Because only cDNAs with maximum log2(fold change) > 1 were considered, there are no estimates in the -1 to +1 range in the axis of the REML estimates. The consistency of the estimates across approaches lead to a similar absence on the Bayesian estimate axis. The comparison of estimates from the non-significant set of cDNAs provided similar results. 

Figure 3. Plot of the Bayesian and REML estimates of maximum log2(fold change between time points) for 437 cDNAs with significant differential expression.
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Figure 4. Histograms of the a) array variance and b) residual variance REML estimates expressed in loge units.
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The histograms of the loge of the array and residual variance component estimates for all the cDNAs obtained using REML are presented in Figure 4. The histograms show that the appropriateness of the LogNormal informative prior specification for the array and residual standard deviation used in this study. The hyperparameters used for the array and residual LogNormal distributions were the sample mean and standard deviation of estimated variance estimates. A small number of cDNAs had REML estimates of array variances close to zero. These values are due to an atypicall consistency of the estimates across arrays and thus were discarded prior to the calculation of the hyperparameters  The prior distribution used for the standard deviation of the array was LogNormal(-1.35, 0.482) and for the standard deviation of the error was LogNormal(-1.86, 0.432), where the first and second parameters are the mean and the variance, respectively.


Figure 5 presents the histogram of posterior distribution of the median array and residual standard deviations for the significant cDNAs corresponding to the non-informative and informative Bayesian analyses. The posterior distributions of the array and residual standard deviations from the informative Bayesian analysis using LogNormal prior distributions are more concentrated in the middle values than the posterior distribution from non-informative Uniform prior distributions.  This difference is due to the impact of the information contained in the LogNormal prior distribution that resulted in less extreme variance component estimates than with the Uniform prior.

The Bayesian approach uncovered several genes with neuro-genesis and axon-genesis function that have the same expression profile. The expression level for these genes consistently decrease from day 0 to 17 in nurses however increases in day 17 foragers.  
Figure 5. Histograms of Bayesian median estimates of array and residual standard deviation using a) non-informative Uniform and b) informative LogNormal prior distributions.
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